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Abstract

Scientific computing-driven discoveries are frequently driven from workflows that use persis-
tent storage as a staging area for data between operations. With the bad and progressively
worse bandwidth vs. data size issues as we continue towards exascale, eliminating persistent
storage through techniques like data staging will both enable these workflows to continue
online, but also enable more interactive workflows reducing the time to scientific discoveries.
Data staging has shown to be an effective way for applications running on high-end comput-
ing platforms to offload expensive I/O operations and to manage the tremendous amounts
of data they produce.
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This data staging approach, however, lacks the ACID style guarantees traditional straight-
to-disk methods provide. Distributed transactions are a proven way to add ACID properties
to data movements, however distributed transactions follow 1xN data movement semantics,
where our highly parallel HPC environments employ MxN data movement semantics. In this
paper we present a novel protocol that extends distributed transaction terminology to include
MxN semantics which allows our data staging areas to benefit from ACID properties. We
show that with our protocol we can provide resilient data staging with a limited performance
penalty over current data staging implementations.
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Chapter 1

Introduction

Many current scientific computing applications generate tremendous amounts of data.
In fact, some applications running on current generation petascale machines are already
generating terabytes of data every few minutes [13, 19]. Frequency of this data is expected
to increase even further from increased memory images in larger runs and to manage resilience
requirements. The projected move from petascale to exascale [10] shows a 1000× increase in
compute performance, a 100× increase in memory capacity, and only a 10× increase in I/O
bandwidth. To realize the full potential of these exascale machines, the I/O performance
problem must be addressed. Data staging techniques have demonstrated the ability to help
alleviate this problem.

A looming barrier to adoption of these techniques is the movement of existing offline
scientific workflows to use data staging areas as the intermediate storage location for data
as it is processed by various workflow components. However, before these workflows can
effectively be moved online using staging areas, failure must be addressed. One aspect that
this paper covers is the need to ‘know’ that a data set has moved successfully, that it is
complete, and that it is correct. Ideally, a level of durability is also required, particularly
for the short term. In the long term, this will be less important as the relative cost of
computation compared with data storage shifts strongly in favor of recomputation rather
than storage. Key to enforcing these data guarantees is a protocol to manage the whole data
movement such that these guarantees are enforced both writing and reading processes.

The benefits for using staging have been proven in several papers [16, 9, 18]. Our group
has taken the data staging approach using asynchronous I/O and hosting operations on data
prior to writing to persistent storage [1, 20]. Some of the operations we have demonstrated
a decrease in total compute time even when including the additional cost of the staging
nodes performing indexing, filtering, and preparing/formatting the data to decrease subse-
quent read-times for analysis or visualization toolkits [20, 8]. This “in-flight” analysis gives
scientists earlier access to the data aiding and accelerating data validation and the scientific
discovery process.

One limitation to this approach, however, is that with such a large number of compute
resources, faults are expected regularly rather than as a rare exception. Since we are writing
to another processes memory instead of directly to permanent storage, any data stored in a
processes memory can be lost during a fault or node crash. Depending on the constraints,
some simulations and analysis tools require complete data sets for downstream processing.
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For example, a complete data set is required to completely visualize an output set without loss
of information or fidelity. The portion of resilient staging this paper addresses is providing
transactional support for the data movements between the simulation, analysis code, and
staging area. To do this, we augment current transaction terminology, which follows 1xN
semantics, to work with MxN scenarios, i.e., M simulation processes writing to N staging
server processes.

Our initial approach aims for a complete, rather than optimal protocol. Ongoing efforts
are identifying which messaging can be eliminated or combined without loss of guarantees.
This initial approach adds a few extra rounds of messages during a scientific application’s
output phase to coordinate the transaction state. By inserting a small amount of additional
metadata in these messages, we are able to track the state of the transaction as data is
moved to, and stored in, the staging area. Our current implementation uses two popular
communication APIs to transmit the data and metadata both locally and between the simu-
lation and the staging process spaces. Communication between simulation and staging area
is done via the NSSI RPC package [17, 11]. NSSI was recently added to Trilinos as part of
the Trios I/O capability area. It provides a simple API for an RPC mechanism that can
manage RDMA data movements. It has native drivers for Portals, InfiniBand, Cray LUC,
and the new Cray Gemini networks. By using a separate process space for staging, faults
in the staging area or in the compute area are isolated from each other avoiding the loss of
one due to the failure of the other. Communication within the simulation and within the
staging area is performed using traditional MPI messaging. Neither of these choices are a
requirement for the protocol to function properly.

Multiple advantages can be gained from adding resilience to data staging. By encap-
sulating our data movements into transactional units, we can hide from any readers, such
as an analysis or visualization code, perhaps another running simulation, incomplete or in-
correct data sets. We can provide an application with knowledge as to whether or not its
data has been successfully committed to staging (as in all data has been written). We can
more quickly identify failures so the application can better decide how to proceed, such as
deciding to change the output to writing to persistent or different storage to avoid loss of
this data output. The last decision can be handled in the IO API rather than requiring
any intervention from the scientific application programmer. A system like ADIOS [15] that
affords incorporating these custom protocols makes adding this protocol transparent.

Through these techniques, we enable data staging to move from the realm of solely being
used as a way to hide I/O costs or to perform some “in-flight” processing into a way to move
offline workflows into online workflows that eliminate, or at least greatly reduce, the use of
slow, centralized, persistent storage resources.

The remainder of this paper is organized as follows. Chapter 2 presents a short overview
of the related work in the field. We introduce the concept of resilient data staging and MxN
transactions in chapter 3. We next present our design and implementation in chapter 4, as
well as a discussion on the different failure modes and how we detect these failures in our
system. Chapter 5 presents our results, and chapter 6 presents our conclusion.
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Chapter 2

Related Work

Much research has been conducted on providing resilient distributed data stores and
transport mechanisms. However, while such work has provided novel benefits for their in-
tended platforms, they lack several key features needed for our data staging use cases.

GridFTP [3] extends traditional FTP to provide reliable high-performance data move-
ment in a grid computing environment. GridFTP provides support for collective data trans-
fers via parallel striped data-transfers, where files distributed over several storage devices is
transferred over some number of channels to a set of receivers. GridFTP also provides a way
to restart transmissions that have been interrupted, so that the entire data transfer does not
have to start over from the beginning.

This work differs from ours on several fronts. First, our protocol is designed to operate
during the on-going simulation in a time-critical environment, where as GridFTP is designed
to transfer data before and after simulation runs. Our work is also designed to work at ex-
treme scales, with potentially millions of cores on one side communicating with thousands on
the other. It’s unseen if GridFTP can perform at these scales. Additionally, to our knowl-
edge, it’s not completely clear as to what level of safety semantics GridFTP provides, for
example, data users can see files that have incomplete data from interrupted transmissions.
Our intent is to shield data consumers from such erroneous data.

We have also surveyed a range of work for resilient distributed systems more geared
towards the enterprise community, such as Sinfonia [2], PNUTS [5], Cassandra [14], and
G-Store [7]. While these systems have provided novel contributions for their intended use
cases, they fall short for our needs in a few ways. First, distributed transactions for these
systems employ traditional 1xN semantics, where as we require MxN semantics. Second,
these systems make use of disk storage devices for logging, which helps to provide durability
and persistence. Data staging is intended to shield the simulation from disk overheads, so
using log-files in such a manner may reintroduce these overheads. Third, work like PNUTS
take advantage of eventual consistency models which will not work for our HPC environment,
as allowing analysis codes or visualization tools to operate on stale data is useless and
expensive. The potentially infinite delays for the eventual consistency to occur can also
inject unacceptably long delays in processing both from an interaction perspective, but also
from a data storage perspective. If the consistency is delayed too long, the amount of
storage must increase to deal with the incomplete data set whie the next interation may
begin movement to the staging area.
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In summary, the key differentiators between our work and the other research, including
works such as G-Store and Cassandra is that we require MxN semantics and immediate
consistency for distributed transactions. Staging areas are intended to shield the simulations
from storage system overheads, so use of log-files is troublesome, and we intend to operate
at extreme scales, with potentially millions of cores; it’s not clear of the previous research
can scale to these levels.
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Chapter 3

Resilient Data Staging

Figure 3.1 presents a conceptual model of a data staging area. Our view is a departure
from existing views of staging areas in that we see storage as a last resort and instead are
focused on building support for complete, in compute area workflows consisting of a core
simulation that has data processed by a collection of analysis codes through a staging area.
What we have is some group of processes reading and writing to a data store, which is
composed of some other group of a number of processes, known as an MxN data redistribu-
tion [6, 12]. Additionally, there might be some visualization or analysis engine reading and
writing to the data store. Figure 3.1 also shows a storage subsystem that would be used to
permanently store the data for later access and use. The staging area can be viewed as a
type of intermediary between the simulation, various analysis and visualization routines, and
the shared storage device. Although the diagram only shows a single staging area, nothing in
this design precludes using multiple staging areas to move data through the online workflow
while minimizing interference effects from network contention.

Using the staging area provides us with several benefits. With the traditional straight-to-
disk approach, the disk subsystems are shared among at least other processes on the same
machine if not also processes on other machines that share the same storage array. This
introduces contention points that further degrade I/O performance. With staging, we have
direct control over our staging resources so we can employ our own resource, fault tolerance,
and data management strategies as needed. Additionally, because the staging servers are
compute nodes, we can uses these compute resources to perform useful operations while the
data is on its way to disk [20]. Finally, we can choose how many different processes use
the same staging area managing the contention for both bandwidth and memory resources.
This final piece is what will afford sufficient memory to support the entire offline workflow
process while maintaining I/O bandwidth. Ultimately, we would like to see this work as
a piece of the argument for incorporating large memory capacity staging nodes into future
HPC platforms.

This new approach introduces some drawbacks in regards to fault tolerance and resilience;
it lacks the ACID guarantees that can be found in modern storage subsystems. With these
ACID guarantees, we can provide applications and analysis codes with some guarantee that
the data has been moved completely and correctly and that once the operations are com-
pleted, they are not lost. While the presented protocol supports the atomic, consistent, and
isolated properties, supporting durability requires additional functionality such as replication
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and node local persistent storage. Distributed transactions are a proven method for provid-
ing ACID properties, so we leverage them here and extend upon them, as current distributed
transactions operate with 1xN semantics, to operate with our MxN data movements.

Figure 3.1. Data Staging Overview
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Chapter 4

Design and Implementation

Assumptions

For simplicity in our initial implementation, we made a few assumptions. All client (com-
pute) processes participate in all transactions and sub-transactions. All client processes are
in sync in terms of transaction and sub-transaction IDs; we avoid additional communication
needed for the clients to agree upon a set of valid IDs if this knowledge is not known. We are
considering applications that are typically working on a number of large arrays where each
processes is performing some computation on the local portion of the array values. At each
output step, the processes write any number of variables, some of which are the local pieces
of global arrays while others which are single value variables. Additionally, some metadata
will be written, such as which portion of the global array this process is writing and how
many elements are in this local portion of the global array. This information can later be
used to index the data making it available for queries.

These assumptions, however, are not inherent to our idea, but just for our initial imple-
mentation so we can get some benchmarks and some idea as to the scalability of distributed
MxN transactions. As we are extending the system, these assumptions are being relaxed so
we can operate with a wider variety of applications and support more complex I/O patterns.
Ultimately, this protocol will be sufficiently isolated from the IO stream to be used for dy-
namic system reconfiguration tasks and other non-data movement activities that should be
protected using ACID properties.

Protocol

The communication for our MxN transaction protocol is implemented with, but not tied
to, two communication mechanisms: NSSI [11] and MPI. NSSI is an RPC framework built as
part of the Lightweight File Systems Project (LWFS) [17]. NSSI supports high performance
communication technologies such as InfiniBand, Portals, and GNI. Figure 4.1 is an overview
of our protocol. For lines with no message description, it’s the same description as the line
above it.

Our goal here is to shield the simulations and analysis codes from failures with other
components of the system. It is possible to implement our MxN transaction protocol strictly
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with MPI, but this way has several drawbacks. First, if we make the staging area and the
scientific application one MPI application, any process crashes in the staging area will bring
down the simulation and visa-versa, violating the notion of protecting one component from
the failures of another. Second, we could use MPI intercommunicators, however, these have
performance implications as current MPI implementations only allow blocking point-to-point
MPI calls.

For our protocol, we have two distinct sides, the compute clients (the simulation) and
the staging application. In an initial effort to manage the MxN cartesian product sets of
messages, the initial protocol implementation replaces this logical communication with a
transaction coordinator for each side reducing the complexity to a 1-to-1 communication.
This optimization affords an initial level of scalability, but has not been proven to scale to
exascale-sized problems. Each transaction coordinator acts as a liaison to the other side, for
example, only the client coordinator initializes a transaction with the staging coordinator.
The coordinators are also responsible for making decisions for their respective sides (such as
committing or aborting a transaction) and dispersing these decisions to the subordinates on
their side.

We use NSSI to communicate between the compute processes and the staging processes.
This includes communication between coordinators as well as when the compute clients write
or read data from the staging servers. MPI is used when coordinators need to communicate
to their respective subordinates, such as gathering information from the subordinates, or
dispersing decisions to the subordinates. An example of such a decision on the server side,
would be responding to a request to commit from the client coordinator, as we explain below.

To support transactions for the multiple variables that comprise a single data movement
event in the HPC environment, we take a nested-transactions approach. A given transaction
consists of any number of sub-transactions that represent the read/write of one variable or
array piece in an output step. A sub-transaction consists of any number of read or write
operations, and based on our assumptions above, for N client servers, the staging area as a
whole will expect some multiple of N operations. For any given output step, there may be
hundreds of sub-transactions. Our protocol consists of four phases for a transaction.

1. Initialization Phase - The clients initialize a transaction with the staging coordinator.
The clients then initialize, potentially asynchronously, a number of sub-transactions
with the staging coordinator. This phase is indicated by the begin tx and begin sub tx
messages in figure 4.1.

2. I/O Phase - The clients read and write the data for which they have initialized sub-
transactions. This is indicated by the write data message in figure 4.1. The client
subordinates read/write directly from the staging subordinates.

3. Voting (Validation) Phase - Asks whether or not the sub-transactions and outer trans-
action can be committed or aborted. This is determined by a message count: if the
staging subordinates have received, in total, the expected number of reads or writes
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correctly, the transaction can be committed. If not, the vote on the staging side is to
abort. This is scene by the request vote sub tx message.

4. Finalize Phase - Commits or aborts the transaction, depending on whether or not all
sub-transactions have completed successfully, updating any metadata store and data
storage to reflect the completed transaction.

Initialization Phase

The begin tx message represents the initialization phase as shown in figure 4.1. The client
coordinator sends this message to the server coordinator that then broadcasts the message
to the server subordinates. If not all OK messages are returned from the subordinates to
the server coordinator, for an allotted time window, the server coordinator returns to the
client coordinator an error message. The client coordinator forwards the server coordinators
response to the client subordinates.

If the first step is successful, the client coordinator can then initialize a sequence of
sub-transactions with the staging coordinator. The process is the same for sub-transaction
initialization, with the addition of an extra identifier field. variable, it is possible for hundreds
of variables to be written per client process per timestep, thus, there may be hundreds of
sub-transactions. Unlike the previous step, the sub-transactions can be initialized at the
client side in a non-blocking manner; the client initializes a batch of sub-transactions at
once, and waits for the responses. subordinates in similar fashion to the first step.

I/O Phase

The next phase involves moving data, symbolized with the write data message in Fig-
ure 4.1. After receiving a success message for each sub-transaction, the client coordinator
informs its subordinates that it can start reading/writing data for these sub-transactions.
The client subordinates then start asynchronously writing or reading their data.

It should be noted here, that since every client processes is participating in a given
sub-transaction, and that it’s unlikely for an application to want to proceed if only some
sub-transactions can be instantiated and others can’t, it might be possible for the client
coordinator to disperse a single success message to its coordinates. This is possible because
of the assumptions we mentioned above, however, in the future, we want to provide the
application with the flexibility for some processes to create sub-transactions on the fly. A
common use-case for this is the automatic mesh refinement (AMR) scenarios where some
events are triggered on a sub-set of the processes causing those processes to have additional
output.
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Voting (Validation) Phase

After each process has written its data, the client coordinator will asynchronously issue
to the staging coordinator a voting request for each sub-transaction. The ‘vote’ consists of
the staging coordinator asking the subordinates how many writes for a given sub-transaction
it has received. If the total number of writes matches the number of expected writes, then
the staging coordinator returns a COMMIT message to the client coordinator. If not, then
an ABORT message is returned instead. This gives us some level of atomicity; the data
movement for a sub-transaction is all or nothing.

Upon receiving a COMMIT message, the client coordinator then broadcasts this message
to the subordinates. Upon receipt of this message, the subordinates will respond with an
OK message and prepare to commit the transaction. If an OK message is received from
each subordinate within the allotted time window, the client coordinator sends the commit
message to the staging coordinator. Another round of messages occurs on the staging side,
and a final OK or error message is sent back to the client coordinator; this message is then
dispersed to the subordinates.

Finalize Phase

After the voting phase for the sub-transactions, the application can begin to commit
or abort the outer transaction. If all sub-transactions completed successfully, then it is
natural to commit the transaction. However, if some sub-transactions did not complete,
the application can make a decision as to whether or not to continue with partial data or
not, as it now knows which sub-transactions, or variables, were problematic. Perhaps it
could attempt to re-write those variables or abort the entire transaction all together. The
procedure for voting on a main-transaction is similar to the voting in the previous steps with
a few rounds of messages and a final message between the client and staging coordinator.

It is important to note that if at any time during this process a timeout occurs, a subor-
dinate aborts the transaction locally and informs the coordinator. The coordinator detects
this abort and disperses the message accordingly.

Failure Modes

From the above protocol description, we can see that there are several failure scenarios
that can occur at different points in the protocol. Our system is designed to detect these
failure modes at the client side and staging server side. For each of the phases listed in
section 4, failures can occur at both the data readers and writers and the data staging area.
An examination of some of the potential failure modes is listed below with a discussion of
how each is either addressed in the current implementation or in the design being fleshed
out over time in our experimental system.
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Failures can happen at the coordinators or at the subordinates, and we can detect these
via timeouts and message counts. For example, timeouts are typically used by subordinates
to determine if the coordinator has failed. For example, if a transaction has not had any
state changes for a period of time, the subordinate will set the flag for its local object
representing the appropriate transaction or sub-transaction as aborted. For a coordinator,
if the coordinator does not receive the correct number of responses from its subordinates
within a period of time, it considers this to be a subordinate failure, and will inform the
remaining subordinates, and opposite coordinator, accordingly. Currently, we are working
on adding some durability to ensure that the data persists even if a staging process dies after
the transaction or sub-transaction has completed and been committed. We are also working
on ways to allow clients to re-try failed sub-transactions by writing data to different staging
servers, in case of a staging server failure.

Initialization Phase Failures

The initialization process for both transactions and sub-transactions follow the same
steps, so the failures and detection apply to both. At each side (writers/readers and staging),
there are two possible sources of failures: the coordinator or the subordinates. One important
feature here is that as we detect failures, the client side has the ability to retry its transactions
or sub-transactions and even vote on a new coordinator should it be safe to continue in a
reduced capacity. For example, if during the write phase, a staging server is down, the client
processes can re-try the sub-transaction by writing its data to a different staging server.

• Client Coordinator Fails: Subordinates on the client side detect this via a timeout;
if the transaction is in limbo, or the same state, for too long, it is aborted. The staging
servers have timeouts as well. If the staging coordinator cannot send the response back
after a period of time, the staging coordinator will abort the transaction.

• Client Subordinate Fails: Client coordinator detects that it does not receive the
correct amount of responses within the time window, so it aborts and tells remaining
subordinates to abort the started transaction. Client coordinator also sends a mes-
sage to the staging coordinator to abort. The staging servers do not know of such
failures explicitly as the staging coordinator simply receives the abort from the client
coordinator.

• Staging Coordinator Fails: The client coordinator knows this occurs when it stops
receiving returns from its RPC calls. When this is detected, the client coordinator
will tell its subordinates to abort. Staging subordinates have timeouts too, so they
will cancel transactions in limbo for too long. Since the staging subordinates will no
longer be receiving messages from the staging coordinator, the transaction will not be
changing states.

• Staging Subordinate Fails: The staging coordinator does not receive the correct
number of responses from its subordinates. When this occurs, the staging coordinator
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sends an error to client coordinator as an RPC return value and tells the remaining
staging subordinates to abort.

Writing Phase Failures

These are failures that can happen during the writing phase, i.e., when the clients are
reading and writing data to and from the staging servers. If some read and write operations
do not go through, then the number of successful operations will be less than the number
expected. These errors can be detected as follows.

• Client Side: The client subordinates or coordinator does not get responses back after
sending data to server. The data is sent via NSSI RPC call, and if no response is
received after a period of time, this read/write operation is marked as unsuccessful.
During the voting phase, the client coordinator asks each subordinate how many writes
were successful, if the number of successes matches the number expected, the sub-
transaction is marked successful, which means it can be later committed. It is true
that the data might be transferred, but done so incorrectly resulting in junk data. The
data can be validated by using MD5 hashes or checksums.

• Staging Side If a staging subordinate goes down after the messages are sent, we will
detect this during the voting phase when staging coordinator asks each subordinate
how many writes for variable it received. If some subordinates do not respond, the
number of successful writes will not equal the number of expected writes.

Voting and Finalize Phases Failures

From the above discussions, we can see how the system uses a combination of timeouts
and message counts to determine if a failure has occurred or not. For the remaining two
phases, voting and finalization, the same methods listed above are applied here.

Alternatives to Timeouts for Fault Detection

While timeouts are the current mechanism used for detecting some failures (e.g., the loss
of a process), other mechanisms can certainly work and can potentially dramatically reduce
the number of messages required to enforce the guarantees. One initial mechanism under
consideration is to rely on the reliability of the underlying parallelism mechanism, such as
MPI, to detect process failures and ultimately abort the transaction. This sort of mehcanism
is implementation dependent, but could potentially dramatically reduce the coordination
messaging requirements compared with the current, more general implementation.

Other mechanisms that reduce either the message count and/or provide a way to passively
detect a failure could dramatically improve the scalability of this technique. Approaches
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that are also more general than relying on the underlying transport for parts of the failure
detection are currently under investigation.
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C1 Client 
Coord. 

 begin_tx(tx_id) 

C2 Server 
Coord. S2 S1 

 begin_sub_tx(tx_id, name, expected_writes) 

 write_data(tx_id, name, start_offset, size, data) 

  request_vote_sub_trans(tx_id, name, COMMIT) 

  finalize_sub_trans(tx_id, name, COMMIT) 

  request_vote_trans(tx_id, COMMIT) 

  finalize_trans(tx_id,  COMMIT/ABORT) 

 OK 

 OK 

 start_write(tx_id, name) 

 COMMIT/ABORT 

 begin_tx(tx_id) 

OK 

 COMMIT/ABORT 

OK 

OK 

OK 

Figure 4.1. MxN Distributed Transaction Protocol
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Chapter 5

Performance Evaluation

Experimental Setup

The experiments are performed on Sandia National Lab’s RedSky machine, a Sun Blade
center containing 4000 nodes, running Intel Xeon 5500 Series processors (8 cores each), with
InfiniBand as the communication fabric. Two common communication APIs, OpenMPI
and Sandia’s NSSI, are employed as mentioned above. OpenMPI is used for communication
between a coordinator and its subordinates. To communicate across application barriers, i.e.,
between MPI applications, Sandia’s NSSI library is used. This shields the simulation from
staging server failures and visa-versa. This also avoids the performance overheads of using
MPI inter-communicators, which only allow for point-to-point, blocking communication

The staging servers poll a set of message queues: one set for NSSI messages and another
set for MPI messages. This implementation introduces some delay when detecting the arrival
of an MPI message. For these experiments, the staging servers check for MPI messages
approximately every 50 milliseconds. At higher intervals, the delay time begins to dominate
and overshadow the protocol overheads as the core count scales. Lowering this polling
duration too much will steal time away from the staging server polling for NSSI messages.
The selected 50 ms works as a balanced, realistic delay that must be revisited as the system
scales.

Results

For these experiments, the overhead of the protocol is tested at each of the phases.
The reading/writing phase depends on the underlying communication infrastructure and is
independent of the protocol. The measurements show the time the simulation spends at
each phase of the protocol, and measure this at different core counts, all using a ratio of 128
simulation processes to 1 staging process. As shown in figure 5.1, we scale from 128:1 to
4096:32.

At 128:1, the protocol spends very little time executing the protocol as the server side
does not have to poll or process any MPI messages. The jump between 128:1 and 256:2 is
largely due to the fact that now there are subordinates on the staging side and the polling
delay can be any where between (0,100] milliseconds for a roundtrip MPI message. The
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Figure 5.1. Protocol Overhead
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slight variations in time periods, i.e., the time being slightly lower as it moves up in scale,
between 512 and 1024 client processes for example, is because of the server polling rate of
the staging servers. As mentioned above, for a round trip message, anywhere from (0,100]
milliseconds can be spent in between polling periods. As this scales up from there each phase
of the protocol increases at about the same rate as the other phases. This is because the
number of roundtrip messages and message sizes are pretty much the same, with only a few
bytes difference. In these experiments, the time required to initialize a sub-transaction is
an average of 10 sub-transactions per transaction where each sub-transaction was created
in a blocking manner. We are currently implementing a feature so that a simulation can
instantiate a number of sub-transactions asynchronously.

As the results show, the protocol does achieve good scalability: doubling the core count
does not result in a doubling of the time the simulation spends in each phase of the protocol.
This is largely due to MPI being used to communicate between coordinator and subordinate
thus exploiting all of the advantages the scalability improvements implemented in the MPI
library.

Further improvements can be made to the protocol by adding different optimizations
such as batching sub-transaction initialization requests, or piggybacking messages on top of
each other as in Sinfonia [2], a task currently underway. For example, instead of creating
sub-transactions synchronously, it would be beneficial to allow the simulation to create a
large number of sub-transactions at once and sending these requests in one message to the
staging coordinator. Additional improvements could result from piggybacking messages.
For example, it is possible to piggyback the voting request of a sub-transaction with the last
chunk of data sent in the write phase.

In summary, the implementation of the protocol, in its most straight-forward fashion
with no attempt at incorporating optimizations, shows that the protocol does not add large
overheads to the output phase of a simulation and that it can achieve good scalability using
standard communication libraries like MPI.
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Chapter 6

Conclusions and Future Work

As stated above, this is very early results showing the potential of incorporating MxN
distributed transactions as a way to enable online scientific application workflows. We are
extending this current implementation in several ways. First, we must be able to read
completed transactions out of the staging area. To do this, we are working on a metadata
service that indexes which transactions are committed and ready for reading and where these
data pieces are located within the staging area. Existing efforts, like SciDB [4], in-memory
databases, and HPC-related data storage formats metadata will guide the annotation, in-
dexing, and query capabilities provided.

Our current implementation provides some level of atomicity; all pieces of data are written
in full or the transaction is aborted, but we are moving towards full ACID compliance. One
feature we are working on is adding some redundancy, such as data replication or parity
storage similar to RAID systems, to provide durability so that if a server is lost, the data
can be recovered. This can also be accomplished in the future as technologies involving
non-volatile memory progress and are incorporated into future platforms. Traditionally, this
is done with write-ahead log files on disk. However, our staging model is designed to avoid
the overheads involved with writing to disk.

The current reliance on timeouts for detecting failures is a convenience rather than a
requirement. Other mechanisms that are less sensitive to jitter, such as ping messages, may
be incorporated as the implementation progresses. These techniques will be selected based
on the reliability and performance implications to the overall protocol.

There are also several opportunities for us to optimize our protocol by piggybacking
certain messages and providing an optional optimistic and potentially implied success model
thus reducing the overall volume of messages. Some examples of similiar optimizations were
found in Sinfonia [2], where they introduce the concept of mini-transactions. One such
example found in this work is piggy-backing the transmission of the data along with the
commit/abort request. Our work will make use of such ideas.

An important component that must be included as well to extend the viability of this work
from the generally secure HPC environment to a distributed environment is the inclusion of
data validation schemes, such as an MD5 hash, for each block written to the staging area.
Care will be taken to help ensure not only random or failure induced changes are caught,
but also some attention to malicious attacks on the data movement can also be addressed.
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Additional data management optimizations, such as in staging area reorganization to
reduce the number of data blocks, braking data into more manageable pieces, compression,
statistical sampling, and other techniques as demonstrated in PreDatA [20] will also be
incorporated to improve the performance and scalability of staging areas for online scientific
workflows.

From the preliminary results shown in section 5, we can provide a level of resilience for
data movements to and from staging areas by augmenting traditional distributed transactions
to contain MxN semantics. To do this, we take a nested transaction approach, where a given
transaction consists of any number of sub-transactions. Our results show that the messaging
overhead our protocol induces is small enough so that we still retain performance gains over
traditional directly to disk methods.
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